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Abstract

The heterogeneous fixed fleet open vehicle routing problem (HFFOVRP) is one of the most significant extension problems of the open vehicle routing problem (OVRP). The HFFOVRP is the problem of designing collection routes to a number of predefined nodes by a fixed fleet number of vehicles with various capacities and related costs. In this problem, the vehicle doesn’t return to the depot after serving the last customer. Because of its numerous applications in industrial and service problems, a new model of the HFFOVRP based on mixed integer programming is proposed in this paper. Furthermore, due to its NP-hard nature, an ant colony system (ACS) algorithm was proposed. Since there were no existing benchmarks, this study generated some test problems. From the comparison with the results of exact algorithm, the proposed algorithm showed that it can provide better solutions within a comparatively shorter period of time.
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1. Introduction

In today’s commerce world, freight transportation plays a significant role in logistics and supply chain management. It supports and makes most other social and economic activities possible. That is why many companies are giving special attention to the transportation costs of goods in order to minimize their expenses. Companies try to reduce transportation costs by using rational manners and effective tools. Consequently, Capacitated Vehicle Routing Problem (CVRP) and its versions have been receiving much attention by researchers and scientists (Yousefikhoshbakht et al., 2014). The CVRP is the basic version of the VRP, where all customers are delivery customers, the demands are known, all vehicles are identical and they belong to the same central depot. The imposed constraints are related to the capacity of the vehicles, may also be restricted in the total distance. It can travel and all customers must be served by a single route. In this problem, the objective is to find a set of delivery routes satisfying these requirements and giving minimal total travel cost. To make CVRP models more realistic and applicable, there are many varieties of the VRP obtained by adding constraints to the basic model. Examples of such extensions are VRP with Time Windows (VRPTW) (Tzeng et al., 1997), VRP with backhauls (VRPB) (Popovic, 1995), Stochastic VRP (SVRP) (Teodorovic et al., 1995), Multi-depot VRP (MDVRP) (Geetha et al., 2012), VRP with simultaneously Pickup and Delivery (VRPSPD) (Yousefikhoshbakht et al., 2014), Split Delivery VRP (Ozfirat et al., 2010), Open VRP (OVRP) (9) and so on with different constraints (Yousefikhoshbakht et al., 2012).

Nowadays, many enterprises contract their physical distribution tasks to third party logistics companies. These outsourcing carriers are paid on the basis of fixed costs and traveling distances of the ‘for-hire’ vehicles. Therefore, the vehicle starts at the depot and terminate at one of the customers after servicing the last customer on its route. This problem is regarded as an OVRP in which the route of each vehicle is a Hamiltonian path. At first sight, having open routes instead of closed ones looks like a minor modification. Indeed, if travel costs are asymmetric, there is essentially no difference between the open and closed versions. In other words, to transform the open version into the closed one, it suffices to set the cost to zero for traveling from any customer to the depot. However, if travel costs are symmetric, things are more subtle. Indeed, the open VRP turns out to be more general than the closed VRP, in the sense that any closed version
on \( n \) customers can be transformed into an open version on \( n \) customers, but there is no transformation in the reverse direction.

The OVRP is characterized by the following: a fleet of predefined vehicles that start to move simultaneously from the depot but not come back to the depot after visiting customers are used to serve customers distributed geographically in the area. The capacity of each vehicle is called \( Q \). A customer requires a given shipment to be picked up during a single visit by a vehicle. The objective is to design a set of minimum cost routes to serve all customers so that the load on a vehicle is below vehicle capacity \( Q \) at each point on the route. In other words, a solution to the OVRP consists of a set of Hamiltonian paths, rather than Hamiltonian cycles. The problem of finding the best Hamiltonian path for each set of customers assigned to a vehicle is NP-hard (Syslo et al. 1983). Hence OVRP is also NP-hard (Brandão, 2004). An example of a single solution consisting of a set of routes constructed for an OVRP is presented in Figure 1.

An efficient tabu search was proposed by Brandão (2004) in which the neighborhood structure is defined by insertions and swaps between different routes. It is noted that in this algorithm, several features from previous tabu search implementations for the classical VRP are used. Furthermore, infeasibilities in intermediate solutions are managed through penalizing the objective function by two penalty terms including for capacity violation and the for route length violation. Besides, Fu et al. (2005) and Fu et al. (2006) also present a tabu search algorithm. In this algorithm, a farthest first heuristic is used for initial solution. Furthermore, the two-interchange generation mechanism within the same route or between two routes are applied, but with a combination of vertex reassignment, vertex swap, 2-opt and ‘tails’ swap. A variant of the VRP in which the objective is to minimize the total distance covered was offered by Tarantilis, et al. (2005). In this paper attempting directly to minimize the number of vehicles and imposing an upper limit on route length, were not considered. Their solution algorithm is a single-parameter meta-heuristic method that exploits a list of threshold values to guide intelligently a local search based on a variety of edge and node exchanges.

Also, Pisinger et al. (2007) offer an adaptive large neighborhood search algorithm. In this proposed algorithm, customers can be removed at random from the solution and then reinserted in the cheapest possible route. Various removal and insertion heuristics can be used to diversify and intensify the search for this algorithm, but moving from one solution to the next is carried out within a simulated annealing framework.

Because the company may contract its delivery activities to a number of outsourcing carriers which may
own a heterogeneous fleet of vehicles available for hiring, considering a fleet of homogeneous vehicles is not practical in the VRP. Hence, the heterogeneous fleet vehicle routing problem has been investigated by many scientists and researchers (Li et al., 2010). Moreover, if in this problem, the number of vehicles available to perform the delivery is considered limited and the vehicles have different capacities, fixed costs and variable costs per unit distance, it is called heterogeneous fixed fleet open vehicle routing problem (HFFOVRP).

The HFFOVRP can be converted into an open vehicle routing problem (OVRP) and heterogeneous fixed fleet vehicle routing problem (HFFVRP). In more detail, the OVRP can be obtained from HFFOVRP by removing the constraint of vehicle heterogeneity. Similarly, HFFOVRP by removing the constraint of vehicle heterogeneity of Hamiltonian path can be converted to a VRP with a heterogeneous fixed fleet. Since OVRP and HFFVRP are NP-hard combinatorial optimization problems (Cao et al., 2010), The HFFOVRP is an NP-hard problem.

Recently, most of the research effort aimed at solving the NP-hard problems, have focused on the development of various meta-heuristic algorithms. A meta-heuristic can be defined as a top-level general strategy which guides other heuristics to search for good solutions in feasible space. Most of the VRP meta-heuristic algorithms are based on some construction and improvement heuristics, i.e., they use the so-called local search principle (Reimann et al., 2004). The aim of this paper is to apply the exact algorithm and ant colony system (ACS) to deal with the new variant of the VRPs, HFFOVRP. To reach this goal, first we propose a mixed integer programming named as node based formulation and then obtained results by the CPLEX 12.4 and ACS are compared together for some instances.

The rest of this paper is organized as follows. In Section 2, a proposed mixed integer model is described. In Section 3, the details of the proposed approach are introduced. Experimental evaluation of this algorithm is reported in Section 4. Finally, we report the computational results of the proposed algorithm based on the generated benchmark problems. In Section 5, we conclude this paper and discuss some possible research extensions in future work.

2. Problem Description and Formulation

2.1. Problem definition

From a graph theoretical point of view, we can define the HFFOVRP as follows. Let G = (V, E) be an undirected connected graph with V = \{0, 1, ..., n\} as the set of vertexes and the set of arcs E = \{(i, j): 0 \leq i, j \leq n\} (if the graph is not complete, we can compensate the lack of each arc with the arc that has infinite size). Node 0 is the depot and the customer set C consist of n customers, i.e.

\[ C = \{1, 2, ..., n\} \]

A nonnegative cost \( d_{ij} \) (\( d_i = 0, 0 \leq i \leq n \)) associated with each arc \((v_i, v_j) \in E\). \( V_0 \) represents the depot and each vertex \( v_i \in C \) is a customer with a non-negative demand \( p_i \). The available fleet consists of K different type vehicles located at the depot and the number of available vehicles of each type \( k \) is fixed and equal to \( n_k \). A capacity \( Q_k \), a fixed cost \( f_k \), variable cost \( \alpha_k \) is associated with each type of vehicle \( k \) and \( \alpha_k \) is cost per unit of distance corresponding to each vehicle type \( k \). Hence, \( c_{ij}^k = d_{ij} \times \alpha_k \) represents the cost of the travel from customer \( i \) to \( j \) with a vehicle of type \( k \). The HFFOVRP deals with finding the minimum total transportation cost including the fixed and variable cost for a fleet of vehicles which start and end at the depot, so that the following constraints are taken into account:

- The total load of each vehicle cannot exceed the capacity of the corresponding vehicle type.
- The number of vehicles of type \( k \) used cannot exceed \( n_k \).
- The demand of each customer is satisfied by exactly one vehicle in only one visit.

2.2. Problem formulation

We present following mathematical formulation for HFFVRP using variables and \( y_{ij} \) where, \( x_{ij}^k \) take the value 1 if a vehicle of type \( k \) travels directly from customer \( i \) to customer \( j \), and 0 otherwise; denotes the route. The flow variables \( y_{ij} \) specify the quantity of goods that a vehicle \( k \) is carrying when leaves customer \( i \) to service customer \( j \).

\[
\text{Min} \sum_{k=1}^{K} f_k \sum_{i=0}^{n} x_{i0}^k + \sum_{k=1}^{K} \sum_{i=0}^{n} \sum_{j=0}^{n} c_{ij}^k x_{ij}^k
\]

subject to

\[
\sum_{k=1}^{K} \sum_{i=0}^{n} x_{ij}^k = 1 \quad \forall j = 1, 2, ..., n
\]

\[
\sum_{k=1}^{K} \sum_{j=1}^{n} x_{ij}^k \leq 1 \quad \forall i = 1, 2, ..., n
\]

\[
0 \leq \sum_{i=1}^{n} x_{0j}^k - \sum_{i=0}^{n} x_{ij}^k \leq 1
\]  

\[
\forall j = 1, 2, ..., n, \quad \forall k = 1, 2, ..., K
\]

\[
\sum_{j=1}^{n} x_{0j}^k \leq n_k \quad \forall k = 1, 2, ..., K
\]
It has been applied to several NP-hard combinatorial optimization problems such as quadratic assignment problem (Maniezzo et al., 34), the vehicle routing problem (Bullnheimer et al., 1999), bin packing, stock cutting (Ducatelle et al., 2001) and RNA secondary structure prediction (McMellan, 2006). The inspiring source of ACO is the pheromone trail laying and following behavior of real ants which use pheromones as a communication medium. Similar to ant communication system, ACO is based on the indirect communication of a colony of simple agents called (artificial) ants which communicate by secreting (artificial) pheromone on trails. This experience shows that the simple swarm intelligence, which is used by ants for finding food, can help to solve the hard combinatorial problems and reach a solution which is very close to the optimal situation.

Since the initial version of ACO called Ant System (AS) was not competitive with other meta-heuristic algorithms of its time for solving small scale TSP instances a large number of authors developed newer and more advanced versions of ACO by modifying the method of updating the local and global pheromones or distributing ants on the nodes. These developments led to more efficient algorithms like EAS (Dorigo et al., 1996), ACS (Bullnheimer et al., 1997) and rank based ant system (RAS) (Dorigo et al., 1997). Furthermore, the application and the efficiency of these algorithms have gained more attention compared to some other meta-heuristic algorithms including GA, Simulated Annealing, etc. Therefore, more sophisticated models of ACO which are used to successfully solve a large number of complex combinatorial optimization problems. Theoretical insights into the algorithm are now becoming available. For ACO convergence proofs, theories and open problems we refer the readers to (Dorigo et al., 2005).

3.2 The proposed Algorithm

ACS is one of the famous versions of the ACO proposed by (Dorigo et al., 1997). This algorithm, although strongly inspired by AS, achieves performance improvements through the introduction of new mechanisms based on ideas not included in the original. ACS as an improved algorithm differs from the previous AS in three main aspects:

(1) The state transition rule provides a direct way to balance between exploration of new edges and exploitation of a priori and accumulated knowledge about the problem.

(2) The global updating rule is applied only to edges which belong to the best ant tour.

(3) While ants construct a solution a local pheromone updating rule (local updating rule, for short) is applied. Updating the pheromone simulates the changes in values of pheromone in any iteration and mainly it is one of the reasons that algorithms are different.

Generally, two operations motivate this updating procedure in ACS algorithm:
The initial amount of pheromone calculated as \( \tau_{ij}^0 \), according to the following transition rule which shows the probability of each city being visited:

\[
P_{ij}^t (t) = \left\{ \begin{array}{ll}
\arg \max_{r \in C_t} \{ [\tau_{ir}^t (t)]^\alpha [\eta_{ri}^t (t)]^\beta \} & \text{if } q \le q_0 \text{ exploitation} \\
\frac{\tau_{ij}^t (t) \eta_{ij}^t (t)}{\sum_{r \in C_t} \tau_{ir}^t (t) \eta_{ri}^t (t)} & \text{Otherwise exploration}
\end{array} \right.
\]

Where

- \( \tau_{ij}^t (t) \): The amount of pheromone on the edge joining nodes \( i \) and \( j \).
- \( \eta_{ij}^t (t) \): The heuristic information for the ant visibility measure defined as the reciprocal of the distance between node \( i \) and node \( j \) for the TSP.
- \( \alpha, \beta \): The parameters that determine the relative importance of the pheromone level \( \tau_{ij} \) and the heuristic search function \( \eta_{ij} \) on the edge joining nodes \( i \) and \( j \).
- \( q \): Random number with uniform probability distribution between zero and one \([0, 1]\).
- \( q_0 \): Real variable that determines the relative importance of the exploitation over the exploration \((0 \le q_0 \le 1)\).

It is noted that when \( q \) is less than or equal to \( q_0 \), the ant employs exploitation to select the next node in its tour, whereas if \( q \) exceeds the ant uses probabilistic exploration to select the next node in its tour.

(2) The local updating: When the ant moves between nodes \( i \) and \( j \), it updates the amount of pheromone on the traversed edge using the formula (12). The effect of local updating is that each time an ant traverses an edge \( (i, j) \) its pheromone trail \( \tau_{ij} \) is reduced, so that edges become less desirable for the ants in future iterations. This encourages an increase in the exploration of edges that have not been visited yet. Local updating helps avoid poor stagnant situations.

\[
\tau_{ij}^t (t+1) = (1-\rho) \tau_{ij}^t (t) + \rho \tau_0 \text{ if } \{ \text{edge}(i, j) \in T_b \}
\]

Where

- \( \tau_0 \): The initial amount of pheromone calculated as \( \tau_0 = (nC_i)^{-1} \).
- \( \rho \): A parameter in the range \([0, 1]\) called the evaporation rate that regulates the reduction of pheromone on the edges.

(3) The global updating: When all ants have generated their tours, the edges belonging to the best tour are updated using the formula (13). It is important to note that global updating adjusts only the pheromone on the edges belonging to the best tour. This encourages ants in future iterations to search in the vicinity of this best tour.

\[
\tau_{ij}^t (t+1) = (1-\rho) \tau_{ij}^t (t) + \rho(1/C_b)
\]

Where

- \( C_b \): The cost of the best tour \( T_b \) has been found since the start of the algorithm.

ACS works on HFOVRP as follows: \( m \) group of ants in which each group has \( n \) ants are initially positioned depot. Each ant builds a Hamiltonian path (i.e., a feasible solution to the HFOVRP) by repeatedly applying the state transition rule. While constructing its tour, an ant also modifies the amount of pheromone on the visited edges by applying the local updating rule. Once all ants have terminated their path, the amount of pheromone on edges is modified again by applying the global updating rule. As was the case in ACS, ants are guided, in building their tours in formula (11), by both exploitation (they prefer to exploit a priori and accumulated knowledge about the problem), and by exploration: A new edge is exploited by algorithm. The pheromone updating rules are designed, so that they tend to give more pheromone to edges which should be visited by ants.

The vast amount of literature on ACOs tells us that, a promising approach to obtaining high-quality solutions is to couple a local search algorithm with a mechanism to generate initial solutions. A local search approach starts with an initial solution and searches within neighborhoods for better solutions. In the proposed algorithm, after each group has constructed their solutions, the best groups' solution is improved by applying a local search. The idea here is that a better solution may have a better chance to find a global optimum. We first apply a local search based on an insert move to the ant (Figure 2), and then apply the swap move (Figure 3). In insert algorithm a node is moved. However, in swap algorithm a node is swapped with another node. The new solution will be only accepted in a state that, novel tour will gain better value for problem than previous solutions. It is noted that if the best solution till now does not improve within a given ten generations in the ACS, the algorithm will be stopped. A pseudo-code of our algorithm for the HFOVRP is presented in the Figure 4.
Procedure ACS for solving HFFOVRP

\[ S^* = \emptyset; \]  // \( S^* \) is the best solution found yet //
\[ f^* := \infty; \]  // \( f^* \) is the value of the \( S^* \) //
\[ n = \text{the number of nodes}; \]  // \( n \) is the number of ants //
\[ S := \text{none}; \]  // \( S \) is a matrix and population of solutions //
\[ \text{While do} // \text{main cycle} // \begin{align*}
S^* &= \emptyset; \quad \text{ // } S^* \text{ is the best solution found in current iteration} // \\
\hat{f}^* &= \infty; \quad \text{ // } \hat{f}^* \text{ is the value of the } S^* \text{ //} \\
S &= \text{none};
\end{align*} \\
\text{For } i := 1 \text{ to } n \text{ do} \\
\begin{align*}
\text{Begin} \\
S &= S \bigcup S_i; \\
\text{If } f(S_i) < \hat{f}^* \\
\text{Begin} \\
\hat{f}^* &= f(S_i); \\
S^* &= S_i;
\text{End}
\end{align*} \\
\text{End;}
\text{Apply insert and swap algorithms on } S^* \text{ and gain } \hat{f}^* \text{ again.}
\text{If } f(S^*) < f^* \\
\text{Begin} \\
\hat{f}^* &= f(S^*); \\
S^* &= S^*; \\
\text{End}
\text{Increase pheromone respectively on arcs belong to } S^*; \\
\text{Update pheromone trails;} \\
\text{Until the stop condition is satisfied.}
\text{Show } S^* \text{ and } f^*
\text{End // procedure //}
4. Computational Results

In this section, our proposed meta-heuristic algorithm was tested on a set of HFFOVRP benchmark problems and compared to the solver Cplex 12.4 in AIMMS. AIMMS is an advanced development environment for building advanced planning systems and optimizing the problems in applied research studies. The ACS presented in Section 3, was coded in Matlab 7. All the experiments were implemented on a PC with Pentium 4 at 2.4GHZ and 2GB RAM running Windows XP Home Basic Operating system. Therefore, a new set consisting of eight tests numbered from 1 to 8 with sizes ranging from 11 to 50 nodes without the depot were derived from the well-known Taillard’s benchmark for Heterogeneous fleet Vehicle Routing Problem (HFFVRP). In this section, we first introduce the benchmark problems and then the detailed computational results obtained.

The specifications of these eight problems are reported in Table 1. The data for the depot and the customers (demand and coordinates) were taken from the Taillard’s examples (Taillard, 1999). All the examples randomly located over a square with no service time. Besides, they have a fixed fleet with capacity restrictions and with no route length restrictions. Euclidean distances are used in all the problems.

The commercial linear programming software including ILOG and Cplex could find optimal solutions for the small-scale of the problems, like HFFOVRP and hence can be used to evaluate the accuracy of the proposed model. We show characteristics of instances and the results obtained by AIMMS on the set of benchmark instances in Table 2. This table gives the following information: the number of customers (n); the number of constraints (c); the number of integer variables (iv); the number of iterations (ni); the best LP bound (bb); the best found solution (bfs); respective computing time in seconds (t); program status of the software (ps); and solver status of the software (ss).

Based on this table, AIMMS obtained the optimal solution only for instances 1 and 2 and in the other instance automatically terminated before reaching to optimal solution. Also in problems 7 and 8 it failed to obtain a feasible solution.

Table 1
Data for the problem set

<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>k</th>
<th>Qk</th>
<th>Fk</th>
<th>a_k</th>
<th>Nk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>1</td>
<td>30</td>
<td>60</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>1</td>
<td>20</td>
<td>70</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>1</td>
<td>25</td>
<td>50</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>31</td>
<td>1</td>
<td>25</td>
<td>35</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>1</td>
<td>50</td>
<td>60</td>
<td>0.7</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>41</td>
<td>1</td>
<td>60</td>
<td>75</td>
<td>1.7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3 presents the results of the ACS method over the new eight benchmark instances and compares them to the results of solver CPLEX 12.4 on AIMMS software. Since the ACS is a meta-heuristic algorithm, the results are reported for ten independent runs. The information in Table 3 consists of the number of customers, the solution costs obtained from AIMMS, the running time in seconds of AIMMS, the best solution costs of ACS and its computing time. Finally in the last column, the percentage difference (Gap) of the AIMMS solution cost comparison to the ACS solution costs was shown.

\[ \text{Gap} = 100 \times \left( \frac{\text{value of ACS} - \text{value of AIMMS}}{\text{value of AIMMS}} \right) \]
Like every meta-heuristic algorithm, the ACS’s solutions were dependent on the seed used to generate the sequence of pseudo-random numbers and on the different values of the search parameters of the algorithm. The parameter setting procedure is necessary to reach the best balance between the quality of the solutions obtained and the required computational attempt. We should mention that there is no way of defining the most effective values of the parameters. Therefore, they were established based on perception and on experiments. The results confirm that our parameter setting work well. However, there might exist better solutions. There are four parameters including $\alpha, \beta, \rho, q_0$. The ranges of four parameters were set to $\alpha \in \{1, 2, 3, 4\}$, $\beta \in \{1, 2, 4, 6\}$, $\rho \in \{0.1, 0.2, 0.3, 0.4\}$, $q_0 \in \{0.85, 0.9, 0.95, 0.99\}$. When tuning the parameters, the instance 5 was determined as the test problem. Then, the algorithm with each parameter combination for this instance was tested five times.

Based on the gained results, the algorithm with the smaller weight parameter $\alpha$ of pheromone trails (i.e. $\alpha = 1$) possesses higher performance. This may be attributed to the fact that in the ACS the initial pheromone trails are large values. If using the large control factor of pheromone trail, the effect of visibility value is weakened and results in a premature convergence. In addition, the qualities of the solutions of the algorithms with $\beta = 4$ are better than 2, 6 and 8.

From the test results, it can be found that by setting the evaporation factor to 0.1, the proposed algorithm can yield better solutions. This can be attributed to the fact that if pheromone evaporation is too rapid, it is easier to result in the search that is trapped in the local minima. In other words, the smaller evaporation factor can ensure the sufficient diversity of search space and guide following ants to explore better solutions.

Finally, the ACS, in which $q_0$ is set to 0.90, can provide better solutions in compared with other values. Thus, the combinations of optimal parameters are determined:

$$\{\alpha = 1, \beta = 4, \rho = 0.1, q_0 = 0.90\}$$

The ACS algorithm produced the optimal solutions for two out of the eight problem instances in a reasonable time. Furthermore, this algorithm can obtain a better solution than AIMMS in 3, 4, 5 and 6. For instances 7 and 8, the ACS can gain feasible solution against AIMMS. Finally, the ACS in average improves the solution cost as much as 0.17% of these instances compared to AIMMS. However as noted in (41), direct comparisons of the required computational times cannot be conducted, as they closely depend on various factors such as the processing power of the computers, the programming languages, the coding abilities of the programmers, the compilers and the running processes on the computers.
In addition, in order to demonstrate the efficiency of the algorithm, some of the solutions found in the examples in Table 6 are presented in Figure 5. It should be noted that in the two examples presented in this figure, the ACS has been able to find the optimum solution.

![Fig. 5. Some of the Solutions to the HFFOVRP Found by ACS](image)

5. Conclusions

In this paper, a mixed integer linear programming model was proposed for HFFOVRP. The ACS as one of the famous meta-heuristic methods was also applied to this problem successfully. The results have proven that the method is appropriate and is capable of finding high quality solutions within a reasonable computing time. In addition, the proposed model’s performance on eight new HFFOVRP problems which was compared with the well-known software AIMMS with solver CPLEX, shows the solution quality and better CPU time. On average, the ACS solutions show a 0.17% improvement over AIMMS. It also seems that the combination of the proposed algorithm with tabu search algorithm or a more powerful local search algorithm such as Lin-Kernigan will yield better results for this problem. Furthermore, using the proposed algorithm for other versions of the VRP such as HFFOVRP with pick-up and delivery or HFFOVRP with time windows are suggested for future research.
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